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Continuando con la descripcion de los componentes basicos de un ordenador, le toca el turno a la
memoria.

Comenzaremos mostrando la jerarquia de la memoria tal como se suele estructurar en los
ordenadores actuales, para, a continuacion, pasar a describir con detalle las memorias de
semiconductores (0 memoria principal), comentando sus caracteristicas, tipos y organizacion, asi
como la descripcion de las patillas o pines que suelen presentar para su interconexion.

Seguidamente ofreceremos una vision completa de la interconexién entre un procesador MC68000
y algunos modulos de memoria.

Mas adelante, se estudiard también la memoria caché, una memoria pequefia y muy rapida que se
ubica entre la memoria principal y la CPU, pero esto seré en otro capitulo posterior.
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La memoria es la parte del ordenador en la que se guardan o almacenan los programas (las
instrucciones y los datos). Sin una memoria de la que los procesadores leyeran o escribieran la
informacion, no habria ordenadores digitales de programa almacenado (como son todos los
actuales desde el EDVAC en 1945).

Por una parte tenemos que la velocidad de ejecucion de los programas es muy dependiente de la
velocidad a la que se pueden transferir los datos entre la CPU y la memoria. Por otra parte,
también es importante disponer de una gran cantidad de memoria, para facilitar la ejecuciéon de
programas que son grandes o que trabajan con una gran cantidad de datos.

Por esto, idealmente, la memoria deberia ser rapida, grande y barata. Como cabria esperar, hay
un compromiso entre estas tres caracteristicas de la memoria que mantienen las siguientes
relaciones:

* A menor tiempo de acceso — mayor coste por bit.
* A mayor capacidad — menor coste por bit.
* A mayor capacidad — mayor tiempo de acceso.
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De cara al disefiador el dilema esta claro; le gustaria disponer de una tecnologia de memoria que le proporcionara una
gran capacidad, tanto porque se necesita cantidad de memoria, como porque el coste por bit es pequefio. Sin embargo,
para conseguir buen rendimiento y velocidad se necesitan memorias de rapido acceso, que son de poca capacidad y
mas caras.

La pirdmide del gréafico superior, esta construida por diversos tipos de memoria, de tal manera que a medida que se va
de arriba hacia abajo, sucede lo siguiente:

« Disminuye el coste por bit

* Aumenta la capacidad

« Aumenta el tiempo de acceso

» Disminuye la frecuencia de acceso a la memoria desde la CPU

La clave de la solucion esta en este Ultimo punto: la decreciente frecuencia de acceso. Esto simplemente quiere decir
que no se accede a todos los datos con la misma frecuencia; obviamente se accede mas a los datos del programa en
ejecucién que a los de uno que no se ejecuta desde hace un afio; y de igual manera, en un momento dado se accede
mas a los datos de una expresion que se esta evaluando en ese preciso instante que a otros datos del programa.

En lugar de decidirnos por un Unico tipo o tecnologia de memoria, lo que hay que hacer es construir una estructura con
una jerarquia de memoria en la que haya diversas tecnologias, de tal manera que los pocos datos con los que se esta
ejecutando la instruccién en curso estan en los registros de la CPU; los datos de las Ultimas instrucciones, en la
memoria caché; el resto de los datos del programa en ejecucién estardn repartidos entre memoria principal y
secundaria de rapido acceso (discos magnéticos); los programas o datos que no se ejecutan asiduamente se guardan
en memoria secundaria rapida y en memorias secundarias masivas de mayor tiempo de acceso, como la cinta
magnética y el disco éptico.

La CPU y el sistema operativo se encargaran de ir llevando y trayendo los datos de las memorias lentas a las rapidas y
viceversa, a medida que se vayan referenciando los distintos datos o programas.
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Ya sabemos que la memoria es la parte del ordenador en la que se guardan o almacenan los programas y los datos.
Aunque la CPU dispone de una memoria interna (sus registros), ésta es demasiado pequefia como para albergar
programas completos, pues esta pensada para albergar solamente la instruccién a ejecutar, sus operandos y poco
mas. Por eso es necesario disponer de un sistema de memoria externa suficientemente grande. Para ello se cuenta
con la Memoria Principal, que hoy dia es totalmente electrénica y esta construida a base de semiconductores.

Como ya sabemos, las memorias de semiconductores estan formadas por una serie de celdas que contienen los datos.

Hay diversos tipos de memorias de semiconductores, y también varios criterios de clasificacion. Uno de estos criterios
puede ser el siguiente: ;,Como se referencia cada una de las celdas de datos de la memoria?

Segun este criterio, hay dos tipos de memorias:
 Seleccionables por el contenido, esto es, las asociativas.
« Seleccionables por la direccion de la celda (las llamaremos “convencionales”).

Las memorias asociativas son las que se utilizan para las memorias caché. Por su parte, las memorias convencionales
tienen distintos usos dependiendo de su tecnologia, y podemos encontrarnos memorias RAM, ROM, PROM, EPROM,
Flash y EEPROM. Entre todas estas, la que suele ocupar la mayor parte del mapa de memoria principal es la memoria
RAM, es decir, memoria volatil de acceso directo de lectura/escritura.

La memoria RAM a su vez admite distintas tecnologias, como las memorias estaticas (mas rapidas y que se suelen
emplear para las memorias caché) y las dinamicas (mas lentas, y utilizadas para la memoria principal), pero aqui no
vamos a bajar a este nivel, y vamos a ocuparnos de las caracteristicas y conexiones de los mddulos de memoria RAM
y ROM en general. Los médulos de memoria ROM los consideraremos con las mismas caracteristicas que la memoria
RAM, excepto la posibilidad de escribir en ella.

Aungque un mapa de memoria principal puede estar formado por distintos tipos de memoria, lo mas frecuente es
encontrar simplemente memoria RAM y ROM (o alguna variedad), donde la RAM ocupa la inmensa mayoria del
espacio de direcciones.

En la memoria ROM de los ordenadores es donde se encuentra el
programa inicial de arranque (IPL) y un conjunto de rutinas basicas de
entrada/salida. Con ayuda de este programa se arranca el
mecanismo de carga del sistema operativo de cada ordenador.
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Sabemos que la memoria estd compuesta por bits, pero un bit resulta insuficiente como unidad
l6gica de almacenamiento, por lo que se requiere que las celdas de memoria estén compuestas de
varios bits. Es decir, a partir de la serie de bits de que estd compuesta la memoria, necesitamos
organizarlos en grupos de bits, a los que llamaremos celdas de memoria, tal que cada una de
estas celdas si sea capaz de almacenar un dato significativo (un caracter, un namero, ...).

Cada una de estas celdas de memoria tiene asignada una direccion, lo que significa que es la
unidad direccionable de memoria.

La unidad direccionable de memoria es la minima porcion de memoria a la que la CPU puede
hacer referencia para leer o escribir en ella. Es decir, la CPU no puede acceder directamente a un
bit concreto de la memoria. Para leer o escribir un bit concreto, tiene que leer o escribir la celda
completa de memoria en la que esta dicho bit. Una vez que la celda esta en algun registro de la
CPU, ésta ya puede acceder a cada bit segun las instrucciones disponibles.
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En la figura vemos que una memoria de 96 bits puede organizarse de varias maneras. Algunas de
ellas son: 6 celdas de 16 bits, 8 celdas de 12 bits 0 12 celdas de 8 bits.

Aunque el ndmero de bits por celda ha variado mucho a lo largo de la corta historia de los
ordenadores digitales, hoy dia casi todos los fabricantes de ordenadores de propdsito general han
estandarizado la celda de 8 bits, llamada byte.

Un byte es capaz de almacenar datos tales como caracteres y valores numéricos pequefios, pero
resulta insuficiente para manejar numeros de cierta magnitud. Por esto, los bytes se agrupan a su
vez en palabras. El tamafio de una palabra viene determinado por el ancho de los registros
generales de la CPU, por lo que un procesador con registros de 32 bits tiene una palabra de 32
bits. Esto significa que se pueden hacer operaciones (aritméticas, de movimiento, etc.) con datos
de hasta 32 bits (en este caso).

El tamafo de las palabras ha pasado por los 8 y los 16 bits, creando los tipos de datos byte y word
(palabra); afios después, cuando se paso a registros de 32 bits, para mantener los mismos tipos de
datos, para referirse a los datos de 32 bits (4 bytes) se cre6 la doble palabra. En resumen, desde
un punto de vista estricto, la palabra de un ordenador indica el ancho de los registros generales,
pero en lenguaje ensamblador, para referirse a los tipos de datos que maneja, suele hablar de
bytes (8 bits), palabras (2 bytes), dobles palabras (4 bytes), etc., aunque cada fabricante suele
darles nombres distintos a estos tipos de datos.

Aunque parece que lo natural son palabras de 8, 16, 32, ... bits, ha habido palabras desde un
modelo de Burroughs con una palabra de 1 bit, pasando por 8, 12, 16, 18, 24, 27, 32, 36, 48, los
60 bits del superordenador CDC de Cyber, hasta llegar a los 64 bits de los microprocesadores
actuales.

Obsérvese que como cada byte tiene su propia direcciébn de memoria, una palabra de varios bytes
ocupa varias direcciones consecutivas de memoria. La direccion de una palabra viene determinada
por la direccién del primero de sus bytes, esto es, el de direccion mas baja.
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Ya hemos visto que la memoria es una coleccién de muchos bits agrupados, formando bytes,
palabras, palabras largas o dobles palabras, etc. Veamos ahora cdmo organizar los bits dentro de
cada byte y como organizar los bytes dentro de cada palabra.

Los bits. Si vemos los bits de un byte como una ristra de ceros y unos de izquierda a derecha,
para esa combinacién de bits, que debe expresar un nimero, se debe tomar el acuerdo de cémo
numerar los bits dentro del byte, y de establecer cudl es el peso de cada bit.

Aungue se pueden encontrar procesadores con cualquier orden, lo que se suele hacer es numerar
los bits de derecha a izquierda, considerando que el bit de menor peso es el de orden cero, es
decir, que el bit del extremo derecho, el de orden cero, es el de menor peso, y el bit del extremo
izquierdo, el de orden siete, el de mayor peso.

Los bytes. Supongamos que tenemos el numero hexadecimal 12345678H almacenado en una
palabra de 32 bits de un ordenador cuya unidad de direccionamiento es el byte, y que lo ponemos
en la direccion 84. El valor consta de 4 bytes, donde el menos significativo contiene el valor 78, y el
mas significativo el valor 12. Pues bien, como se puede ver en la figura, hay dos formas de
almacenar el valor 12345678:

*La primera opcion, conocida como big-endian, almacena el byte mas significativo del
namero en la direccion mas baja de memoria. Esto es equivalente al orden normal de
escritura de los lenguajes occidentales.

* En la representacion inferior, denominada little-endian, es el byte menos significativo del
nuamero el que se almacena en el byte de la direccion mas baja de memoria.

Como podemos ver, para un valor escalar compuesto por multiples bytes, una opcion es
simplemente la ordenacion contraria de la otra.
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Para los valores que ocupan un solo byte, como los caracteres, tanto big-endian como little-endian
resultan en la misma representacion.

El modelo little-endian es el utilizado por los procesadores de Intel, mientras que el big-endian tiene
como seguidores a Motorola, a los mainframes de IBM, y a la mayoria de las maquinas RISC. El
PowerPC es bi-endian, puesto que es configurable y puede trabajar en ambos modos.

Aunque los partidarios de cada modelo esgrimen razones para preferirlo, no hay diferencias
practicas entre ellos. El problema aparece cuando se transmiten datos entre dos maquinas
con diferentes modelos de ordenacion, pues de no tenerse en cuenta este aspecto, los datos
escalares de multiples bytes se trastocarian completamente al pasar de una maquina a otra.
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La memoria principal suele estar formada por varios tipos de memoria; normalmente se encuentran, al menos, memorias de tipo
RAM y ROM. Para todas ellas hay una serie de caracteristicas o términos comunes que debemos aclarar:

Una caracteristica obvia de la memoria es su capacidad. Esta puede venir expresada por su nimero de celdas de memoria, por lo
gue en la mayoria de los sistemas basados en microprocesadores, viene expresada en bytes (1 byte = 8 bits). Otra forma de
expresarla es indicando el numero de celdas y el nimero de bits de datos de cada celda. Asi, por ejemplo, 16 K x 8, quiere decir
que tiene 16 K celdas direccionables, y cada una se compone de 8 bits, o lo que es lo mismo, 16 Kbytes.

Direccién o ubicacién. Cada celda de memoria esta asociada univocamente a una direccion, de tal manera que mediante esa
direccién se puede acceder a ella para leer o escribir un dato.

No se debe confundir el espacio de direccionamiento de un procesador con la cantidad de memoria disponible. El espacio de
direccionamiento viene impuesto por el ndmero de hilos, n, del bus de direcciones, de tal manera que el espacio de
direccionamiento de un procesador es 2" unidades direccionables, con lo que su rango de direcciones va de 0 a 2"-1. La cantidad
de memoria de un ordenador se corresponde solamente con la memoria realmente instalada. El maximo de memoria que se puede
instalar es 2".

Unidad direccionable o resolucién de acceso. Es el nimero de bits accesibles en cada direcciéon de memoria. La minima unidad
de almacenamiento es el bit, pero con solo dos valores posibles no resulta muy Gtil como unidad para el usuario, por eso se elige un
tamafio mayor como minima unidad de direccionamiento. La unidad de direccionamiento, es la minima unidad de memoria a la que
se puede hacer referencia mediante las sefiales de direcciones y seleccion de la CPU. Si bien el tamafio de la palabra es el
apropiado para los numeros, hay otros tipos de datos para los que esta unidad resulta demasiado grande, por ejemplo los
caracteres, que ocupan solamente un byte. Por este motivo, es normal que la unidad de direccionamiento sea el byte y no la
palabra. Normalmente el espacio de direccionamiento, o capacidad, viene expresado en unidades direccionables.

Palabra. Su tamafio suele ser igual al maximo nimero de bits utilizado para representar los nUmeros en los registros internos de la
CPU. Los primeros microprocesadores tenian palabras de 8 bits (como el 8080 y 8085 de Intel), el 8086 tenia una palabra de 16
bits, y la palabra del 68000 era de 32 bits. Los microprocesadores actuales tienen 64 bits, como el Pentium y los Ultimos modelos
de PowerPC. Como vemos, la palabra de memoria viene establecida por la CPU, aunque, como veremos mas adelante, influye
directamente en el disefio de la organizacion de la memoria.

Unidad de transferencia. Es el maximo nimero de bits que pueden transferirse por el bus en cada operacion de lectura o escritura
en memoria. Este nimero viene impuesto por el niumero de hilos del bus de datos y, aunque suele ser igual a la palabra, también
puede ser un submultiplo de ésta.

A la hora de medir las prestaciones de una memoria debemos considerar el tiempo de acceso; es el tiempo necesario para realizar
una operacioén de lectura/escritura, es decir, el tiempo que transcurre desde el instante en que se pone la direccion en el bus de
direcciones hasta que el dato ha sido almacenado o puesto a disposicion de la CPU. Actualmente las memorias estéaticas tienen un
tiempo de acceso del orden de 3 ns, mientras que las dinamicas estan alrededor de 20 ns.
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Aqui tenemos una pastilla de memoria RAM de 1 Mbit x 8 (1 Mbyte). Veamos la interfaz que nos ofrece para su
conexion con el resto de los componentes del ordenador.

Patas de direcciones: Aj-A;4. Puesto gque tiene un espacio de direccionamiento de 1 Mega (1.048.576 direcciones)
necesita 20 patas de direcciones para poder seleccionar la celda deseada, pues 22° = 1.048.576. Esta claro que estas
sefiales son de entrada.

Patas de datos: D,-D,. Cada celda direccionada es un byte, luego necesita 8 hilos. Ya que esta pastilla es de memoria
RAM, se puede leer o escribir en ella, por lo que estas patas son de entrada/salida, dependiendo de si la operacion es
escritura o lectura.

Sefiales de lectura/escritura: OE y WE. Cuando se desea realizar una operacion de lectura, ademas de indicar la
direccion correspondiente en las patas de direccién, debe activarse la sefial OE (Output Enable). Si lo que se desea es
una operacion de escritura, debe activarse la sefial WE (Write Enable). Obviamente, estas sefiales son mutuamente
excluyentes.

Seleccién de pastilla: CS. Mas adelante veremos que el mapa de memoria de un ordenador normalmente esta
compuesto por varias pastillas de memoria a las que llegan las sefiales de direcciones que salen de la CPU. Sin
embargo, en cada operacion concreta de lectura/escritura no debe leerse o escribirse en todas estas pastillas, sino
solamente en la que corresponda segun la direccion. Ya veremos que un médulo de decodificacion se encarga de
seleccionar la pastilla o pastillas que deben activarse al recibir una sefial OE o WE, y para ello activara la sefial CS
(Chip Select o CE, Chip Enable) de la pastilla o pastillas que deban responder a la operacion. Es decir, que esta sefal
le indica a la pastilla si debe responder o no a la operacion de lectura/escritura que se arranca.

Tension de alimentacion: V.. Por esta patilla se recibe la tension de alimentacion de la pastilla.
Tierra: GND. Esta pata se une a la toma de tierra (Ground) del ordenador.
Las patillas de alimentacion o de toma de tierra suelen estar duplicadas en los encapsulados comerciales.

Las diferencias con otros tipos de pastilla suelen ser minimas. En las pastillas ROM, por ejemplo, no esta presente la
sefial Write Enable; y en las pastillas de tipo EEPROM (memoria no volatil de lectura/escritura) se dispone de una
sefial de tensién especial para la escritura.

Se debe tener en cuenta que al decir que una sefial esta activa no quiere decir que esa sefal tiene 5 voltios, por
ejemplo, pues depende de si la sefial tiene I6gica positiva o l6gica negada. Esto quiere decir que una sefial concreta
puede estar activa al tener 5V o al estar a 0V o -5V, dependiendo de la légica utilizada.
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Vamos a ver a continuacion los cronogramas simplificados de las operaciones de lectura y
escritura en una pastilla genérica de memoria.

En un ciclo de lectura sincrona, todas las sefales las activa el dispositivo que quiere realizar la
lectura de memoria (generalmente, la CPU), excepto las sefiales de datos, ya que, al tratarse de
una lectura, sera la propia pastilla de memoria la que los active convenientemente.

En primer lugar se debe poner la direccion del dato a leer en las sefiales de direcciones; a
continuacion se activara la sefial de seleccion de pastilla CS (o CE, Chip Enabled) y, por ultimo,
OE, la sefal que indica que se trata de una lectura. Obviamente, la sefial de escritura WE se
mantiene desactivada durante toda la operacion.

Pasado un cierto tiempo, la pastilla de memoria pone el contenido de la direccion de memoria
indicada en las sefales que componen el bus de datos. El tiempo maximo que transcurre desde
gue se activa la sefial CS hasta que entrega el dato se denomina “tiempo de acceso”, y su
duracién depende de la tecnologia utilizada. Como ya hemos comentado anteriormente, las
memorias dinamicas (las normalmente utilizadas en RAM) tienen un tiempo de acceso entre 10 y
20 ns, mientras que las estaticas (las utilizadas para memorias caché) son de alrededor de 3 ns.
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En el caso de un ciclo de escritura sincrona, todas las sefiales las activa el dispositivo que va a
escribir en la memoria, incluidas, claro esta, las sefales de datos.

En la figura se puede ver el orden en el que se tienen que ir activando las distintas sefiales. Ahora
es la sefial OE la que se mantiene desactivada durante toda la operacion.

Las pastillas de memoria exigen, generalmente, que el dato que se desea escribir esté presente en
el bus de datos un tiempo minimo (tiempo de “setup”) antes de desactivar las sefiales CS y WE, de
tal forma que le de tiempo a la pastilla a capturar el dato correctamente.

Tanto al ciclo de lectura como al de escritura se los conoce de forma genérica como Ciclo de
Memoria (o de Bus). Debe quedar claro que aunque tengan un nombre genérico comun, un ciclo
de lectura no tiene porqué durar lo mismo que uno de escritura; es decir, que los ciclos de memoria
pueden tener distintas duraciones.
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Una vez vista la interfaz que ofrecen la CPU vy las pastillas de memoria, vamos a describir la
interconexion entre ambos.

Supongamos un procesador mas o menos actual, con 64 hilos en el bus de datos, y 32 en el de
direcciones, lo que quiere decir que cuenta con un espacio de direccionamiento de 4 Gbytes. Por
otra parte, supondremos una memoria con 2% bytes, es decir, los 4 Gbytes.

Ahora debemos conectar los 32 hilos de direcciones de la CPU con los 32 de la memoria y los de
datos de la CPU con los de datos de la memoria. También hay que conectar la salida AS (Address
Strobe) de la CPU con la entrada CS (Chip Select) de la memoria, de tal forma que cuando la CPU
dé por estables los valores del bus de direcciones, se seleccione la pastilla de memoria. Por ultimo,
nos queda conectar la salida R/W de la CPU a las entrada OE (Output Enable) y WE (Write
Enable) de la memoria, para indicar cuando se desea leer o escribir en ella.

Esto parece facil y razonable, pero hay algo que no hemos dejado claro. El procesador tiene 64
hilos de datos, y la memoria por su parte ofrece 232 unidades de direccionamiento de 8 bits cada
una, luego entonces debe tener 8 hilos de datos. Entonces ¢como se conectan los 64 hilos de
datos del procesador a los 8 de la memoria?

Hay mas cuestiones todavia.

* (. Es normal que se desee rellenar todo el espacio de direccionamiento (los 4 Gbytes) con
memoria?

* ¢ Es practico que todo el espacio de memoria disponible sea del mismo tipo (RAM, ROM, ...)?

Como vemos, antes de realizar la conexion de la CPU con la memoria debemos solucionar
algunas cuestiones practicas que todavia no hemos tratado. Vamos a comentarlas a continuacion.

Arquitectura de Computadores La Memoria - 14



( Lo Memoria El Mapa de Memoria

$00000000
RAM 32 Mb

$02000000

$FFFF8000 EEPROM }4 Kb

FFFFCO00
} ROM/PROM | | 16 kb

Q\rquitectura de Computadores La Memoria - 15/

Los ordenadores personales convencionales suelen contar, actualmente, con un vasto espacio de
direccionamiento (232 bytes, 24° y 252); pero no suele ser necesario llenar todo este espacio de
direccionamiento con los chips de memoria correspondientes, sino que solamente se cubre en
parte; por ejemplo, con 512 Mbytes, 1 6 2 GBytes. (Aunque aqui no nos ocuparemos de ellos, los
mainframes y los supercomputadores disponen de una memoria principal de varios gigabytes).

Por otra parte, también resulta normal contar con varios tipos de memoria: la mayor parte de RAM,
gue suele comenzar en las direcciones bajas; y un poco de ROM o alguna variante (con el
programa de arranque) que suele estar en las direcciones mas altas de memoria. En algunos
sistemas también se puede contar con una pequefia cantidad de memoria EEPROM que puede
estar situada en cualquier parte del hueco existente entre la RAM y la ROM.

Asi, nos encontramos con que el espacio de direccionamiento esta formado por varias zonas o
rangos de direcciones en las que hay distintos tipos de memoria y huecos en los que no hay
instalada ningun tipo de memoria.

El Mapa de Memoria representa la distribucién del espacio de direccionamiento de una maquina
entre los distintos tipos de memoria instalados.
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La pastilla de memoria que hemos visto recientemente (1 Mbit x 8) se adapta muy bien a las
necesidades normales de un ordenador, sin embargo, no suelen ofrecerse comercialmente. En su
lugar se ofrecen pastillas con otras combinaciones, como 2 Mbit x 4, o simplemente de 1 Mbit x 1.

Las pastillas de memoria se comercializan con un numero de celdas de memoria (direcciones) y un
tamafio de celda (bits por celda) que no tienen por qué coincidir con el tamafio de la palabra de la
CPU ni con las necesidades de memoria que hay que instalar. Por esto, es normal que haya que
agrupar varias pastillas de memoria para ofrecerle a la CPU la imagen de una Unica memoria con
tantas direcciones como se desea y con un tamafo de celda igual al de la palabra de la CPU.

Aqui mostramos el ejemplo de un ordenador al que se le quiere dotar de un espacio de
direccionamiento de 12 Kbytes. Pero resulta que en el mercado no esta disponible una pastilla de
memoria de 12 K x 8; supondremos que lo mas parecido disponible son pastillas de 4K x 2 bits.

Asi pues, las pastillas de memoria vamos a tener que agruparlas por dos motivos:
1. Para conseguir el espacio de memoria (direcciones) deseado.
2. Para conseguir el tamafio de celda o unidad de direccionamiento que ve la CPU.

Vamos a ver algunos ejemplos en los que se muestra como deben agruparse las pastillas o
modulos de memoria para conseguir la memoria deseada.
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EJEMPLO 1: Agrupacion por Longitud de Celda

Supongamos que se desea conseguir un banco de memoria de 16 Kpalabras de 8 bits (es decir
una memoria de 16K x 8); y para ello disponemos de mddulos de 16K x 4 (4 bits de datos cada
celda).

Vemos que cada modulo de memoria cubre el espacio de direccionamiento requerido (16K
direcciones), pero solamente con la mitad de la longitud de una celda en cada direccion. Asi pues,
lo que tendremos que hacer es agrupar convenientemente dos modulos de 16K x 4 para conseguir
una vision de 16K x 8.

Por una parte, lo que tendremos que hacer es unir directamente las patas de direcciones de las
dos pastillas, puesto que ambas tienen 16K direcciones. Por otra parte tendremos que formar
palabras de 8 bits a partir de dos bloques de 4. Para ello simplemente tomaremos los 4 bits de
datos de la pastilla 1 y los consideraremos como los 4 bits de mayor peso de la palabra, y los 4 bits
de datos de la pastilla 2 seréan los 4 bits de menor peso de la palabra.

Asi, cuando la CPU realice una lectura de la direccion 2F00, ambas pastillas se seleccionaran (CS
activo); la primera pastilla aportara los 4 bits de su direccién 2F00 a los 4 bits mayor peso, y la
segunda pastilla aportara los 4 bits de su direcciéon 2F00 a los 4 bits de menor peso de la palabra.
De esta manera, la CPU habra leido una palabra de 8 bits de la direccion 2F00 de su espacio de
direcciones.
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Supongamos que para implementar el mismo bloque de memoria de 16K x 8, disponemos ahora

de moddulos de 4K x 8.

Como vemos, cada modulo ahora ofrece palabras completas (de 8 bits), pero no disponemos de
un médulo que ofrezca 16 Kpalabras, por lo que tendremos que agrupar 4 pastillas de tal forma
gue cada una de ellas nos ofrezca 1/4 del espacio de direccionamiento requerido, consiguiendo los

16K en total (O - 3FFF).

Lo que parece razonable es hacer que un médulo de memoria contenga el primer cuarto de
direcciones, otro médulo el segundo cuarto, y otros dos mdédulos para los dos ultimos cuartos del

espacio de direccionamiento. Asi tendriamos lo siguiente:
Direcciones 0000 - OFFF — en Modulo 0

“ 1000 - 1IFFF — en Modulo 1

“ 2000 - 2FFF — en Médulo 2

“ 3000 - 3FFF — en Mddulo 3

En la siguiente pagina podemos observar la interconexion de estos modulos de memoria con la

CPU.
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En este caso, cada pastilla entrega los 8 bits de cada palabra, pero no se tienen que seleccionar
todas simultdneamente, sino que solamente tendra que seleccionarse la que contenga la direccion

referenciada por la CPU.

En estas situaciones en las que cada uno de los espacios de direccionamiento esta repartido entre
multiples pastillas de memoria, se requiere un mecanismo que sepa averiguar el médulo que
contiene la direccion referenciada por la CPU y activar Unicamente la sefial Chip Select de ese
modulo. A este mecanismo se le conoce como decodificacion de direcciones.
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En este ejemplo tenemos un sistema con una memoria de 64 Kbytes formada a base de médulos de 16 K x 1, esto
quiere decir que cada chip dispone de 14 patas de direcciones y una de datos.

Vamos a tener 4 bancos (filas) de 16 Kdirecciones cada uno, y cada banco, a su vez, debe estar formado por 8
pastillas, ya que cada una de ellas entrega un bit. Asi pues necesitaremos 4x8 pastillas, o sea, 32 en total.

En cuanto a los hilos de datos, puede verse que cada columna de pastillas entrega un bit de datos del mismo peso, (el
D,, el Dg, ...), pero como en un momento dado solamente estara activada una pastilla por columna, el resto de las
pastillas de la columna se quedaran en alta impedancia, y no aportaran nada al bus de datos.

Ya que cada pastilla tiene 16 Kdirecciones, dispone de 14 hilos de direcciones, mientras que de la CPU salen los 16
hilos correspondientes a un direccionamiento de 64 K. Lo primero que debemos hacer es conectar los 14 hilos de
direcciones de menor peso (A,-A, ;) a las 14 patas de cada modulo de memoria.

Pero claro, con esta conexién resulta que para cualquier direccién que genere la CPU se seleccionaran todas las
pastillas de memoria, mientras que nosotros queremos que para una direccidon en el rango 0-3FFF se seleccionen
solamente las 8 pastillas que forman los bytes de las 16 Kdirecciones primeras; si la direccion esta en el rango 4000 -
7FFF, se deben seleccionar las 8 pastillas del segundo banco de memorias; para las direcciones de 8000 - BFFF, las 8
pastillas del tercer banco; y, por ultimo, si la direccién esta en el rango C000 - FFFF, se deben seleccionar solamente
las 8 pastillas del ultimo banco.

Pues bien, si nos fijamos en los 16 hilos de direcciones que salen de la CPU, las sefiales que indican el banco de
direcciones de 16 K que se esta referenciando, son las dos sefiales de mayor peso, la A,, y la A;g, con las siguientes
combinaciones:

As AL Banco seleccionado
0 0 1° (0000-3FFF)
0 1 2° (4000-7FFF)
1 0 3° (8000-BFFF)
1 1 4° (CO00-FFFF)

Lo Unico que queda por hacer es meter estas dos sefiales en un decodificador de 2 bits que se encargue de activar una
de sus 4 salidas, de tal manera que cada una de ellas se conectara a la pata CS (Chip Select) de todas las pastillas
que conforman el banco correspondiente de 16 K. Obsérvese que para activar una pastilla no basta con conectar la
salida del decodificador a la patilla CS, sino que para activar una pastilla debe estar activa la sefial correspondiente del
decodificador més la sefial AS (Address Strobe) de la CPU.
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En la pagina anterior hemos descubierto la necesidad de decodificar direcciones para saber qué
pastillas hay que activar en cada referencia a memoria.

Hemos visto que la decodificacion de direcciones es necesaria incluso en espacios de
direccionamiento ocupados por multiples pastillas de memoria del mismo tipo (RAM, ROM, ...). En
la practica lo que sucede es que el espacio de direccionamiento suele estar ocupado solo
parcialmente y, ademas, por diferentes tipos de memoria o puertos de controladores de periféricos
mapeados en memoria (ocupando direcciones del espacio de direccionamiento normal de la CPU),
con lo cual se afiade un motivo mas para la decodificacién de direcciones.

Veamos como ejemplo sencillo un sistema con un espacio de direccionamiento de 64 K, ocupado
por 2 Kbytes de memoria ROM a partir de la direccion 0, y otros 2 Kbytes de RAM a partir de la
direccion 8000H. Ademas, las udltimas 4 direcciones estan utilizadas para hacer referencia a los 4
registros o puertos del controlador de un dispositivo periférico.
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Segun el mapa de memoria que hemos establecido en la transparencia anterior, la memoria ROM
debera seleccionarse por cualquier direccion binaria del tipo 00000xxxXxXxxxxX. Es decir, siempre
gue los 5 bits de mayor peso estén a cero indicara que la direccidn esta dentro de los dos primeros
Kbytes de memoria. Dado que normalmente la sefial CS se activa por légica inversa (a cero), la
seleccion de la ROM puede conseguirse entonces mediante una puerta OR de cinco entradas, de
tal manera que solamente cuando las cinco estén a 0, el resultado sera un 0.

El mismo principio puede aplicarse a la memoria RAM, cuyas direcciones tendran el formato
10000xxxxxxxxxxx. En este caso, la seleccién de esta pastilla se puede conseguir con la misma
l6gica que la de la ROM, mas un inversor para la sefial de mayor peso a la entrada de la OR.

La decodificacion de las direcciones de los puertos es igual de sencilla, pues al tener las
direcciones del tipo 11111111111111xx, su activacion se consigue con una puerta NAND a la que
entran las 14 sefales de direcciones de mayor peso.

La Unica pega practica que presentan estas soluciones es que no se comercializan las pastillas OR
gue hemos comentado. Lo que si esta disponible son pastillas NOR, NAND e inversores, con las
cuales puede obtenerse cualquier légica booleana, teniendo en cuenta las leyes de De Morgan:

a+b=a-b

a-b=a+b

<8}

Esto que acabamos de ver es una decodificacion total de direcciones, ya que para la seleccion
de cada pastilla intervienen todas las sefiales de direcciones que identifican directa vy
univocamente tal pastilla.
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En el caso del ejemplo anterior, hemos necesitado las 5 sefiales de direccion de mayor peso para identificar la ROM y la RAM, y las
14 de mayor peso para identificar las direcciones de los puertos de E/S.

Sin embargo, podriamos utilizar una artimafia para tratar de simplificar el nimero de sefales implicadas en la decodificacién. Se
trata de observar las diferencias entre los distintos grupos de direcciones, y utilizar l6gica para decodificar direcciones basandose
solamente es esas diferencias.

Veamos nuestro ejemplo. Tenemos que las direcciones ROM, y solamente las direcciones ROM, tienen de particular que su sefial
de direcciones més alta (A;5) siempre es 0. Asi, podriamos conectar directamente A;s a la sefial CS.

En cuanto a la memoria RAM, tenemos que sus direcciones son las Unicas cuyas sefiales de direcciones A;s y Ay, son,
respectivamente, 1y 0.

Por dltimo, nos encontramos con que las direcciones de los puertos de E/S son las Unicas cuya sefial A, es siempre 1.

Como podemos ver, tenemos que para distinguir los tres grupos de direcciones y poder seleccionar la pastilla adecuada, nos basta
con utilizar solamente las dos sefiales de direccion mas altas, lo cual se consigue, como se puede ver en la figura, con solo una
puerta NAND y dos inversores.

Este método de decodificacion de direcciones se denomina decodificacién parcial de direcciones, puesto que no intervienen
todas las sefiales que definen cada grupo de direcciones.

Esto tiene una pega: Una lectura de cualquiera de estas direcciones
0001 0000 0000 0000
0001 1000 0000 0000
0010 0000 0000 0000

producira el mismo resultado. De hecho, cualquier lectura de la mitad inferior de las direcciones (sin variar los 11 bits de menor
peso) producira el mismo efecto, pues cualquiera de ellas seleccionara la pastilla ROM, y con los mismos 11 bits de direcciones.
Por esto, hay que pensar que quizas seria mejor detectar las referencias a direcciones de memoria no existentes. Si se piensa que
el ordenador puede ampliarse en el futuro con otras zonas de memoria, se nos puede quedar inservible la lI6gica de decodificacion;
asi, al afiadir mas médulos de memoria, con decodificacion total solamente hay que afiadir la l6gica correspondiente a los médulos
de memoria afiadidos, mientras que con decodificacion parcial, es muy posible que haya que rehacer toda la I6gica general de
decodificacion de direcciones.

La decodificacién total de direcciones, aunque es mas compleja y costosa, tiene dos ventajas:
 Detecta referencias a direcciones inexistentes de memoria.
« Permite ampliaciones del mapa de memoria con otras zonas de memoria.
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Ya hemos visto que un modulo basico de memoria esta formado por una o varias pastillas de
memoria, tal que, en conjunto, ofrece una serie de celdas de direcciones consecutivas de k bits
cada una y que, por lo tanto, el médulo béasico tiene k hilos de datos para su conexion al bus de
datos del procesador.

Por otra parte tenemos que los procesadores suelen contar con registros generales que son de
mayor tamafo que las celdas de memoria, para poder trabajar con datos que ocupan varias celdas
(palabras, dobles palabras, etc.). Asi, por ejemplo, cuando se va a leer un dato que ocupa varias
celdas de memoria, se deben realizar sendas lecturas de celdas consecutivas en memoria. Por
esto ultimo, es normal que los procesadores tengan un bus de datos que es n veces mas ancho
gue el tamafio de la celda de memoria, para asi poder realizar un acceso simultdneo a n celdas
con direcciones consecutivas en memoria.

Supongamos el siguiente escenario: Tenemos un procesador cuya resolucion de acceso a
memoria es a celdas de 8 bits, por lo que nos hacemos con moédulos de memoria de celdas de 8
bits y, por lo tanto, con 8 hilos de datos. Pero ahora nos encontramos con que el bus de datos del
procesador es de 16 hilos, para poder realizar accesos simultaneos a datos que ocupen 2
direcciones consecutivas de memoria. ¢ COmo conectamos el bus de 16 hilos del procesador a
los médulos de memoria de 8 hilos de datos?

Veamos en la pagina siguiente cdmo se resuelve esto.
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A primera vista, ya parece obvio que no se pueden conectar directamente 16 hilos del procesador
a los 8 del moédulo de memoria, por lo que parece que se necesitan mas moédulos de memoria.
Entonces la respuesta es facil: “conectando los ocho hilos de menor peso del bus de datos del
procesador a un modulo de memoria, y los otros ocho hilos de mayor peso a otro modulo”. No
obstante hay que tener en cuenta una cosa: los 16 hilos del bus de datos esperan acceder a 2
celdas de memoria de direcciones consecutivas, pero como hemos tenido que conectar los 16
hilos de datos a dos médulos distintos, tenemos que las direcciones de un médulo de memoria
no pueden representar direcciones consecutivas del espacio de direccionamiento del
procesador, pues, por ejemplo, la direccion 0 estara en el médulo A y la direccién 1 en el modulo
B,la2enelAyla3enelB, .. Es decir, gue un médulo tendra las direcciones pares y otro las
impares.

Debemos sacar en conclusion que si el ancho del bus de datos del procesador es n veces mayor
gue la celda de memoria, los médulos de memoria deben organizarse montandose en series de n
modulos en paralelo, de tal manera que, desde el punto de vista de la CPU, las direcciones del
primer modulo seran: 0, n, 2n, 3n, ...; las direcciones del segundo modulo seran: 1, n+1, 2n+1,
3n+1; las direcciones del tercero: 2, n+2, 2n+2, 3n+2, ... etc.

El ancho del bus de datos de los procesadores suele ser una potencia exacta de 2 y tiende a ser
igual a la longitud de la palabra, por lo que para celdas de 8 bits, el bus de datos puede ser 8, 16,
32,64, ...

Arquitectura de Computadores La Memoria - 25



KOr'qanizacién de la Memoria Or‘gClmZClCIén de IOS MOIdUIOS\

Referencias a pares de direcciones
AI"An wAO"Am v AO"Am
Par O 0|0 1/0
Par 1 2|1 3|1 .
. W | 'Y W4
IViOatio Modulo
CPU Par 3 6|3 78
Par 4 84 9|4
Par 5 /10 5 11 5
“1" b..D “1 5D
Dir. de la CPU =0 =
) Dir. interna
D15..Dg e de la pastilla
D,..Dp
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Segun lo visto en la pagina anterior, en realidad, para arquitecturas con un bus de datos de 16 bits, desde la CPU se hace
referencia a “pares de direcciones”, donde el par O se refiere a las direcciones 0y 1; elpar1l,ala2yla3;elpar2,aladylab, etc.
etc.

Ya que, externamente, la CPU no hace referencias a direcciones de celdas individuales, sino a pares de direcciones, lo que debe
salir por sus patas de direcciones es el “nimero de par” de direcciones a cuyo contenido se quiere acceder.

Si la CPU, internamente, quiere acceder a una direccion concreta ¢,que valor tiene que sacar por sus patas de direcciones? Es facil,
se divide la direccién por 2 y se toma el cociente entero. Por ejemplo, la direccién 7 esta en el par 3, luego por las patas de
direcciones se debe sacar el valor 3, que hace referencia a las direcciones del par 3, es decir, a la direccion 6 y la 7.

Ya hemos visto que para calcular el nimero de par la CPU simplemente tiene que dividir por 2. Pero esto se puede simplificar mas.
Con una numeracion en base 2 (la binaria), para dividir un nimero entre un valor n que sea potencia de 2, simplemente hay que
realizar un desplazamiento a la derecha de log, n bits (es decir, para dividir un nimero entre 2, se desplaza un bit; para dividirlo por
cuatro, dos bits; para dividirlo por 8, 3 bits, ...). Esto es lo mismo que eliminar directamente los log, n bits de menor peso del
numero (o sea, eliminar el bit de menor peso, los dos bits de menor peso, los 3 bits de menor peso, ...).

En nuestro caso, para dividir la direccion por 2, hay que realizar un desplazamiento a la derecha, o lo que es lo mismo, eliminar el
bit de menor peso de la direccion. Es decir, que si de las patas de direccion Ay-A,; eliminamos la pata Ay y nos quedamos con los
hilos A;-A,;, obtenemos directamente el niumero de par en el que se encuentra la direccion a la que se quiere acceder. Es por esto
por lo que en el Motorola 68000, las patas de direcciones son A;-Ays.

Obsérvese que el “nimero de par” coincide con las direcciones internas de cada una de las pastillas de memaoria. Es por esto por lo
que los hilos de direcciones del procesador se pueden conectar directamente a las patas de direcciones de las pastillas de
memoria. En realidad se utilizan solamente los hilos del bus de direcciones que sean necesarios para hacer referencia a la cantidad
de memoria instalada. Asi, si a un 68000 se le instalan 2 pastillas de 8 MBytes de memoria, se conectaran los hilos A;-A,;
directamente a las patas Ay-A,, de las dos pastillas. Si se instalaran 2 pastillas de 4 MBytes, solo se conectarian los hilos A;-A,,,
también a las dos pastillas.

Para un procesador con un bus de datos de 32 bits, en cada referencia a memoria se puede acceder al contenido de 4 direcciones
en paralelo. En este caso, las direcciones que salen de la CPU haran referencia a “cuartetos de direcciones”, por lo que para saber
a qué cuarteto corresponde la direccion de una celda, hay que dividir por 4, o, lo que es mas fécil, desplazar a la derecha 2 bits, es
decir, eliminar los dos bits de menor peso. Entonces, en el bus de direcciones se habran eliminado los hilos Ay y A;. Para un bus de
datos de 64 bits, los accesos a memoria se hacen de 8 en 8; hay que dividir por 8 (desplazamiento a la derecha de 3 bits), por lo
que no estaran los hilos Ay, A; y A,.
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Ya hemos visto la necesidad de colocar en paralelo los médulos de memoria en sistemas con un procesador cuyo bus
de datos es n veces mayor que el tamafio de la celda de memoria; de esta manera se consigue el acceso en paralelo a
n posiciones sucesivas de memoria. Por ejemplo, si la celda es de 8 bits y el bus de datos es de 16, en un Unico
acceso a memoria se lee el contenido de dos celdas consecutivas. Asi, cuando las patas de direcciones tienen el valor
0, en realidad se accede al contenido de la direccion 0 y al de la 1; cuando tienen la direccion 1 se accede a la
direccion 2 y a la 3, etc. etc.

Una vez en este punto ¢ porqué no encerrar a todas las pastillas de memoria en un Gnico médulo de 16 hilos de
datos?

Si asi lo hiciéramos, nos encontrariamos con un nuevo problema: ¢ Qué pasaria, entonces, si se quisiese acceder a
un dato que solamente ocupa una celda de memoria? El problema esta en el hecho de que solamente queremos 8
bits de datos y el sistema nos da 16; queremos el contenido de una celda y nos dan el de dos.

Una solucion sencilla a este problema podria ser la siguiente: El procesador es listo, y como sabe que sdlo quiere el
contenido de 8 bits (los mas altos o los mas bajos del bus de datos), ignora los otros bits y forma un dato de solo 8 bits.

Esta solucion podria funcionar, pero no es asi. Ciertamente esta solucion resuelve el problema de las lecturas, pero
¢ qué pasa con las escrituras? Es decir, cuando se da una orden de escritura ¢ qué se escribe: el contenido de los 16
bits del bus de datos sobre dos celdas consecutivas de memoria, o solamente se escriben 8 bits? Por lo que sabemos
hasta ahora, parece claro que se escriben los 16 bits, pues estan conectados a dos médulos de memoria, y ambos
reciben una orden de escritura. Es decir, que la unidad de escritura en memoria corresponderia a un par de celdas de 8
bits, mientras que nosotros queriamos que la unidad fuese solamente una celda.

Por lo tanto, se necesita algo mas que nos ayude a saber en el exterior del procesador si se quiere acceder a una
palabra de dos bytes o a un Unico byte y, en este Ultimo caso, hay que saber si el acceso va dirigido al byte de la
direccion menor o al de la mayor (de las dos que proporciona el bus de datos).

Esta informacion sobre el tipo de acceso que se esta realizando se consigue mediante unas sefiales de salida del
procesador en las que éste indica si la operacién va dirigida al byte de la direccibn mas alta, al de direccion mas baja o
a los dos bytes. Obsérvese que, por ejemplo, en el caso de un procesador con un ancho de bus cuatro veces mayor
gue la celda de memoaria, se requieren cuatro sefiales de salida del procesador para indicar las direcciones o médulos
de memoria que deben estar implicados en la operacion.

Estas sefiales se utilizan junto con la I6gica de descodificacion de direcciones para establecer si debe activarse o no la
sefial de seleccion (CS) de cada modulo de memoria.
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Accedidas si Accedidas si

Direccidn UbS=0 LDS=0

(Hex.) (Binario) Di5 ... Dg D; ... Do
00 0000 00..00 Byte O Byte 1 Dir. Bajas
00 0002 00...10 Byte 2 Byte 3

223 = 8 Mpalabras
= 16 Mbytes
FF FFFC 11..00 | Byte FFFFFC Byte FFFFFD
FF FFFE 11..10 Byte FFFFFE Byte FFFFFF Dir. Altas
" Palabra de 16 bits
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Este gréfico solamente trata de recordar el aspecto del espacio de direcciones visto desde el

68000, y como se hace referencia a los bytes de cada palabra con ayuda de las sefiales UDS y
LDS.
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Ahora presentaremos, mediante un ejemplo simple, la interconexiéon entre el procesador 68000 de Motorola y 16
Mbytes de memoria formada mediante dos modulos o chips de 8 Mbytes cada uno.

Ya que el bus de datos es de 16 bits, cada operacion de lectura/escritura es capaz de realizarse sobre 16 bits
simultaneamente.

Como disponemos de dos pastillas de memoria de 8 Mbytes cada una, podriamos utilizar una para los primeros 8
Mbytes del espacio de direccionamiento de la CPU, y la otra para los 8 Ultimos; pero esto presenta el problema de que
cuando se quiere acceder a una palabra (formada por el byte de cualquier direccion par mas el de la siguiente
direccion) este esquema no es capaz de proporcionar 16 bits en paralelo, solamente 8. Por esto, vamos a utilizar una
pastilla de memoria para contener los bytes de direcciones pares (bits 8..15 de cada palabra) y otra para las
direcciones impares (bits 0..7), de tal manera que ante cualquier direccién, cada pastilla entrega 8 bits, en total, los 16
de la palabra.

Asi, los 8 hilos de datos de la pastilla de los bytes pares se conectaran a los hilos Dg-D, del bus de datos, mientras
que los 8 hilos de la otra pastilla se conectaran a los hilos D,-D-, del bus de datos.

Aunque el bus de datos transporta palabras de dos bytes, para ser capaz de referenciar los bytes individuales de cada
palabra, se utilizan las sefiales UDS (Upper Data Strobe) y LDS (Lower Data Strobe). Asi vemos como estas sefiales
van a parar, respectivamente, a la pastilla de direcciones pares y a la de las direcciones impares. Ambas, junto con la
sefial AS (Address Strobe) activan la sefial CS (Chip Select) de sus respectivos médulos de memoria.

Puesto que ambas pastillas de memoria tienen 8 Mdirecciones, sus 23 hilos de direcciones se conectaran directamente
a las sefales A;-A,, de la CPU.

La sefial R/W de la CPU se conecta directamente a la pata WE (Write Enable) de ambas memorias; y la misma sefial,
negada, se conecta a OE (Output enable).

Por ultimo, nos queda por conectar la pata DTACK (Data Acknowledge) de la CPU, (la que le indica a la CPU que el
dato a leer de la memoria ya esta listo, o que el dato a escribir ya ha sido recogido). Ya que se suele trabajar con
memorias sincronas, es decir que la memoria responde siempre en un tiempo predefinido, la sefial DTACK la suele
generar un dispositivo temporizador, de tal manera que a partir de su activacion mediante la sefial AS, pasado el
tiempo indicado en las especificaciones de la memoria, activa la sefial DTACK.

Obsérvese que la légica de estas conexiones esta realizada teniendo en cuenta que las sefiales de control son de
l6gica negativa (*), esto es, activas a nivel bajo.
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Acceso de lectura al byte almacenado en la dir. $7A0003

Bus de Direcciones UDS* LDS* AS* R/W
0111 1010 0000 0000 0000 001(1) 1 0 0 1

Acceso de escritura al byte almacenado en la dir. $7A0006
Bus de Direcciones UDS* LDS* AS* R/W
0111 1010 0000 0000 0000 011(0) O 1 0 0
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Aqui tenemos algunos ejemplos de referencias a memoria para lectura y escritura de datos de
tamafio byte, tanto a direcciones pares como impares.

Para cada ejemplo podemos ver el valor del bus de direcciones y de las sefiales de control
correspondientes al acceso que se desea realizar.

Téngase en cuenta que el bus de direcciones contiene Unicamente los 23 bits de mayor peso de la
direccion real. El bit de menor peso se muestra entre paréntesis para saber cuél es la direccion
completa formada internamente en la CPU.
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Acceso de lectura a la palabra almacenado en la dir. $7A0006

Bus de Direcciones UDS* LDS* AS* R/W

0111 1010 0000 0000 0000 011(0) O 0 0 1

Acceso de escritura a la palabra larga almacenado en la

direcciéon $7A0006

Bus de Direcciones UDS* LDS* AS* R/W

0111 1010 0000 0000 0000 011(0) O o) 0 0
0111 1010 0000 0000 0000 100(0) O 0 0 0
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Ahora se muestran algunos ejemplos de referencias a memoria para lectura y escritura de datos de

tamafo word y long word.

Para cada ejemplo podemos ver el valor del bus de direcciones y de las sefiales de control
correspondientes al acceso que se desea realizar.

Téngase en cuenta que el bus de direcciones contiene Unicamente los 23 bits de mayor peso de la
direccion real. El bit de menor peso se muestra entre paréntesis para saber cuél es la direccion
completa formada internamente en la CPU.

Obsérvese como en el ultimo ejemplo se requieren dos ciclos de memoria para escribir la doble

palabra de la direccion 7A0006.
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CPU Memoria

Direccionar el Esclavo

1. Poner R/W =R
2. Establecer FCO-FC2
3. Poner dir. en A1-A23

4. Activar AS E— Sacar el Dato
5. Establecer UDS y LDS

1. Decodificar direccién
2. Poner dato en Dy-Dys5

‘: 3. Activar DTACK

Recoger el Dato

1. Capturar el dato
2. Desactivar UDS y LDS

3. Desactivar AS j

Terminar el Ciclo

1. Quitar dato de Dy-Dy5
2. Desactivar DTACK
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En este diagrama se muestran los pasos que se siguen para la lectura de un dato desde el
MC68000. Como vemos, consta de cuatro etapas:

1. La CPU direcciona el esclavo (memoria o dispositivo de E/S)
2. El esclavo proporciona el dato solicitado por la CPU
3. La CPU adquiere el dato
4. El esclavo da por terminada la lectura
Los pasos de cada una de las etapas se muestran en la figura de arriba.

En el paso 3 de la fase “Sacar el Dato”, se indica que la memoria activa la sefial DTACK de la
CPU, lo que indica que en este caso se trata de una memoria asincrona. Si la memoria fuese
sincrona, esta sefial la activaria un timer, como ya hemos visto en algun ejemplo anterior.

Este diagrama indica el orden en el que se activan las sefales, pero no da informacion del instante
en el que se activa cada sefial y cuanto dura su activacién. Para ver esta lectura con detalle
temporal pasemos a ala pagina siguiente para ver el cronograma correspondiente.
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N
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Este cronograma contiene la evolucion temporal de todas las sefiales implicadas en la lectura de un dato desde la
CPU.

En primer lugar tenemos la sefial de reloj. La duracién de cada ciclo de reloj es demasiado larga para los tiempos que
se manejan en el procesador, por eso, cada ciclo se divide en dos subciclos. Asi, diremos que los sucesos tienen lugar
en uno u otro subciclo. Veamos entonces lo que sucede en los 8 subciclos de reloj que requiere una operacion de
lectura.

Comencemos viendo lo que sucede a partir del subciclo S, de nuestra operacion. Las sefiales AS, UDS y LDS
permanecen desactivadas (son de ldgica negativa), asi como DTACK. La pata R/W también esta a nivel bajo. El
contenido del bus de direcciones (zona sombreada) no es significativo. Lo mismo sucede con los valores de las
sefales de estado FC,-FC,. En este momento se supone que todos los dispositivos conectados al bus de datos estan
en alta impedancia, por lo que éste no contiene ninguna sefal.

Lo primero que sucede (en S;) es que se activa la sefial de R/W, indicando que se trata de una lectura. Los valores de
FC,-FC, se establecen de acuerdo a la operacion. También se pone la direccion de lectura en el bus de direcciones,
que acaba estando estable en S;.

En S,, con el bus de direcciones estable, se activa AS y las sefiales UDS o LDS que correspondan al tipo y direccion
del dato solicitado.

Con las sefales activadas, la memoria ya puede comenzar a recuperar el dato solicitado. Dispone para ello desde el
subciclo S; hasta el S.

En S, se activa la sefial DTACK, indicandole al procesador que el dato estara presente en el bus de datos en S..
Durante el subciclo 5 no se altera ninguna sefial de bus.

Asi, en el subciclo Sy la memoria pone el dato en el bus de datos. Al comienzo del subciclo S, la CPU lee el dato del
bus de datos. A continuacion desactiva las sefiales AS y UDS y/o LDS, dando por acabada la lectura en lo que al
procesador le concierne.

Cuando la memoria detecta la desactivacion de la sefial CS, pone en alta impedancia sus patas D,-D,; y se desactiva
la sefial DTACK.

La lectura ha finalizado. Todas las lecturas comienzan en S, con el flanco de subida del reloj, y finalizan con el flanco
de bajada en S..
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En el anterior cronograma de lectura, hemos supuesto que la memoria es capaz de contestar en el
tiempo impuesto por la CPU. No obstante algunas memorias pueden resultar lentas para la
velocidad del procesador, por lo que no pueden contestar en el momento previsto por la CPU.

En tal caso, la sefial DTACK no debe activarse en el subciclo S,, sino que debe posponerse hasta
gue la memoria esté dispuesta a entregar el dato solicitado. Cuando esto sucede, a continuaciéon
de S, se insertan subciclos de espera conocidos como estados de espera.

Obsérvese en este cronograma cémo ahora el dato es entregado justo a continuacion de que la

seflal DTACK es activada.

Como se puede apreciar, la légica general de este cronograma es idéntica a cuando no hay
estados de espera, con la excepcion de que se alarga el tiempo entre la activacion de AS y la de
DTACK con los subciclos de espera necesarios.
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CPU Memoria

Direccionar el Esclavo

1. Establecer FCO-FC?2
2. Poner dir. en A1-A23

3. Activar AS
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5. Poner dato en Dy-Dy5 Py , >
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6' ESTGblecer‘ UDS y LDS 2 Almacenar dGTO en Do‘D15
‘: 3. Activar DTACK

Terminar Ciclo Escritura

1. Desactivar UDS y LDS
2. Desactivar AS

3. Quitar dato de Dy-Dj5 il . :
4. Poner R/W =R Terminar el Ciclo

1. Desactivar DTACK
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En este diagrama se muestran los pasos que se siguen para la escritura de un dato desde el
MC68000. Como vemos, consta de cuatro etapas:

1. La CPU direcciona el esclavo (memoria o dispositivo de E/S) y pone el dato a escribir en
el bus de datos.

2. El esclavo captura el dato del bus de datos.
3. La CPU da por terminada la escritura.
4. El esclavo termina el ciclo de escritura.

Los pasos de cada una de las etapas se muestran en la figura de arriba.

Obsérvese que aqui se activa DTACK para indicar que ya se ha leido el contenido del bus de
datos. Asi, a continuaciéon la CPU desactiva las sefiales UDS/LDS y AS.

Para ver esta escritura con detalle temporal pasemos a ver el cronograma correspondiente en la
pagina siguiente.
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La escritura comienza, igualmente, poniendo en el subciclo S, la direccion de memoria en la que
se va a escribir. Los valores de FC-FC, se establecen también en S,. Al final de S, queda estable
el contenido del bus de direcciones.

En el siguiente paso, en S,, se debe poner a nivel bajo la sefial R/W (indica escritura), y activar AS.
A continuacion, en S;, se pone el dato en el bus de datos, y cuando éste se hace estable, se
activan las sefiales UDS y/o LDS (en S,).

Al activarse la sefial CS de la memoria, el contenido del bus de datos se almacena rapidamente en
un registro latch entre el bus de datos y la memoria, desde el cual se envia después a la memoria
RAM. Tan pronto como el dato esta en el latch, se activa la sefial DTACK. Es por esto que en el
cronograma no se observa un tiempo apreciable entre la activacion de las sefiales UDS/LDS y
DTACK. Al activarse la sefial DTACK la CPU desactiva AS y UDS/LDS, pero la memoria no
desactiva DTACK hasta que el dato que se habia capturado en el latch se ha escrito realmente en
la memoria.
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